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Abstract
Purpose  C-arms are portable X-ray devices used to generate radiographic images in orthopedic surgical procedures. Evidence 
suggests that scouting images, which are used to aid in C-arm positioning, result in increased operation time and excess radia-
tion exposure. C-arms are also primarily used qualitatively to view images, with limited quantitative functionality. Various 
techniques have been proposed to improve positioning, reduce radiation exposure, and provide quantitative measuring tools, 
all of which require accurate C-arm position tracking. While external stereo camera systems can be used for this purpose, 
they are typically considered too obtrusive. This paper therefore presents the development and verification of a low-profile, 
real-time C-arm base-tracking system using computer vision techniques.
Methods  The proposed tracking system, called OPTIX (On-board Position Tracking for Intraoperative X-rays), uses a 
single downward-facing camera mounted to the base of a C-arm. Relative motion tracking and absolute position recovery 
algorithms were implemented to track motion using the visual texture in operating room floors. The accuracy of the system 
was evaluated in a simulated operating room mounted on a real C-arm.
Results  The relative tracking algorithm measured relative translation position changes with errors of less than 0.75% of 
the total distance travelled, and orientation with errors below 5% of the cumulative rotation. With an error-correction step 
incorporated, OPTIX achieved C-arm repositioning with translation errors of less than 1.10 ± 0.07  mm and rotation errors 
of less than 0.17 ± 0.02

◦ . A display based on the OPTIX measurements enabled consistent C-arm repositioning within 5 mm 
of a previously stored reference position.
Conclusion  The system achieved clinically relevant accuracies and could result in a reduced need for scout images when 
re-acquiring a previous position. We believe that, if implemented in an operating room, OPTIX has the potential to reduce 
both operating time and harmful radiation exposure to patients and surgical staff.

Keywords  C-arm · Computer vision · Tracked C-arm · Radiation · Orthopedic · Position tracking

Introduction

C-arms are mobile fluoroscopy machines that are an increas-
ingly pervasive imaging modality in orthopedic surgeries. 
Evidence indicates that manual positioning of C-arms 
throughout surgery leads to excess time and radiation expo-
sure [1, 2]. In addition, C-arms are primarily used qualita-
tively. The goal of this research is to develop a sufficiently 
accurate position measurement system for the C-arm base 
that is unobtrusive enough to use in an operating room.

Medical Radiation Technologists (MRTs) are normally 
responsibly for maneuvering C-arms during surgery based 
on verbal instructions from the surgeon. Trial-and-error 
X-rays, commonly called scout images, are often taken while 
positioning the C-arm to capture a specific radiographic 

 *	 Luke Haliburton 
	 luke.haliburton@ifi.lmu.de

1	 Department of Mechanical Engineering, University 
of British Columbia, Vancouver, BC, Canada

2	 Surgical Technologies Laboratory, Biomedical Engineering, 
University of British Columbia, Vancouver, BC, Canada

3	 Department of Orthopaedics, University of British Columbia, 
Vancouver, BC, Canada

4	 Department of Civil Engineering, University of Calgary, 
Calgary, AB, Canada

5	 Biomedical Engineering, University of Calgary, Calgary, AB, 
Canada

6	 McCaig Institute for Bone and Joint Health, Calgary, AB, 
Canada

http://orcid.org/0000-0002-5654-2453
http://crossmark.crossref.org/dialog/?doi=10.1007/s11548-020-02229-5&domain=pdf


	 International Journal of Computer Assisted Radiology and Surgery

1 3

view. These scout images increase operation time and lead 
to unnecessary excess radiation exposure for patients and 
staff [1].

The frequency of C-arm repositioning during surgery is 
dependent on the complexity of the procedure. One study 
reported an approximate range of 10–50 C-arm positional 
changes during orthopedic trauma cases [2]. In this study, 
moving the entire C-arm using the base wheels constituted a 
majority of the movements. Surgeons commonly require that 
several specific X-ray images be repeated multiple times to 
monitor the position of tools or implants. Scout images are 
typically necessary to achieve the requested previous posi-
tion. Eighty percent of all C-arm motion during orthopedic 
trauma surgery is reportedly related to repeating a previous 
radiographic view [1, 2]. A tracked C-arm could provide 
positioning guidance to MRTs to reduce the need for scout 
images.

In addition to reducing radiation exposure, position track-
ing can be used to expand C-arm functionality. The size of 
the anatomic view in a single image can be increased by 
virtually stitching multiple C-arm images together to create 
an expanded panorama [3]. A tracked C-arm could also be 
used to provide navigation assistance. Studies have shown 
that computer-assisted navigation increases placement and 
alignment accuracy for implants [4–6].

To address these opportunities, various research groups 
have created tracking systems for C-arms. External optical 
tracking is a commercially available method for C-arm posi-
tion tracking [7], but it is limited by the need to maintain 
line-of-sight, the obtrusiveness of the camera hardware, 
and by the high cost of commercial tracking systems. Elec-
tromagnetic tracking avoids the need for line-of-sight, but 
proposed solutions have limited range [8] and are prone to 
errors in the presence of metal objects [9]. Several track-
ing systems have been suggested that use optical patterns 
placed on or attached to the operating table to calculate the 
C-arm pose [9–11]. Limitations of these systems include the 
need to modify the operating table and limits on the tracking 
range. Some systems track the C-arm joints by using Inertial 
Measurement Units but presume that the base remains fixed 
[3]; such systems would be complementary to base-tracking 
capabilities.

To address these limitations of previous systems, we 
therefore propose and evaluate the performance of a less-
obtrusive base-tracking system for C-arms called OPTIX 
(On-board Position Tracking for Intraoperative X-rays) that 
uses an on-board camera mounted beneath the C-arm base to 
measure motion using the visual texture present in operating 
room floors.

Tracking system requirements

The degree of accuracy required for the OPTIX system is 
determined by the clinical applications to be supported. 
One area of significant interest is in repositioning tasks, in 
which it is desired to retake a radiographic image from the 
same perspective as the original (e.g., in iliosacral screw 
insertion). In a recent study evaluating the performance of 
orthopedic surgeons, the position and rotation variabilities 
accepted by expert surgeons were up to 4.3 cm and 3.8°, 
respectively [12].

We further constrained the angular error by considering 
a repositioning task where an anatomical feature must be 
within the field of view of the C-arm. The imaging center of 
the C-arm is approximately 80 cm from the wheeled base so 
a rotational error at the base creates a lateral displacement 
at the imaging center. The rotational error must be less than 
tan−1

(
4.3

∕80

)
= 3.1◦ to ensure that the center point of the 

imaging is within the desired 4.3 cm for repositioning tasks,
Other base-tracking applications, such as generating 

stitched image panoramas or measuring limb lengths, require 
more stringent translation error bounds. Recent research has 
determined that errors on the order of 5 mm can be consid-
ered clinically acceptable for the purpose of intraoperatively 
evaluating scoliosis alignment using panoramic images [13]. 
The value of 5 mm was chosen to enable a measurement 
of the sagittal vertical axis misalignment within 10% of 
the value known to correlate with a higher quality of life 
[14]. Similarly, in surgeries in which limb lengths need to 
be equalized, limbs are considered acceptably equal if their 
lengths differ by less than 5 mm [15]. A base-tracking sys-
tem with a 5 mm accuracy would therefore meet clinical 
needs.

The upper bounds for the tracking system were set as 
5 mm for translational error and 3.1° of rotational error 
according to the needs of the chosen applications.

Methods

The proposed OPTIX system involves three principal design 
stages: (1) instrumenting the C-arm with camera hardware, 
(2) camera calibration, and (3) algorithm development. The 
system’s tracking accuracy was then validated in a simulated 
operating room.

Hardware

The components of the tracking system include: a camera, a 
processor, a display for user interaction, a mounting system, 
and on-board lighting. The optimal camera location was first 



International Journal of Computer Assisted Radiology and Surgery	

1 3

considered in order to design the necessary mounting hard-
ware. The camera was required to be mounted in a position 
that would not be affected by the regular motion of per-
sonnel during surgical procedures. Behind the front wheels 
of C-arms from common manufacturers (e.g., Siemens, 
Munich, Germany; Philips, Amsterdam, Netherlands; Gen-
eral Electric, Boston, USA; Ziehm, Nuremberg, Germany) 
there is a hollow space that provides a sheltered mounting 
location. The downside of this location on the wheeled base 
is that the camera field of view is limited due to the close 
proximity to the floor. We therefore opted to use a camera 
(CM3-U3-13S2M-CS, FLIR Integrated Imaging Solutions 
Inc., Richmond, Canada) with a low (29 mm) vertical pro-
file to maximize the distance between the camera and the 
floor. The technical specifications of the imaging system are 
detailed in Table 1.

An Odroid-XU4 board was chosen as the processing 
unit and an Odroid-VU7 + touch screen display was used 
as the interface. The Odroid system was chosen because it 
has a multi-core CPU that supports parallel processing and 
is small enough to fit within the limited available space. A 
ring of white LEDs in a custom-made holster surrounded the 
camera lens to provide illumination. Self-contained illumi-
nation is important to ensure consistent lighting conditions 
beneath the C-arm regardless of changing lighting in the 
surrounding environment. We designed a custom mount-
ing platform to mount the camera and processing unit to 
the C-arm through two pre-existing holes in the front wheel 

strut, shown in Fig. 1. The wheel struts are at an angle to 
the floor, so the mounting platform has adjustable slots to 
enable the camera to be aligned perpendicular to the floor.

The system is created using mostly off-the-shelf compo-
nents except for the mounting system, which was 3D printed. 
The total cost was approximately C$800, which is consider-
ably lower than the tens of thousands of dollars associated 
with conventional tracking systems.

Algorithms

The operation of this system relies on two calibration algo-
rithms and a base-tracking algorithm. The calibration pro-
cedures include: (1) an undistortion calibration to account 
for lens distortions, and (2) a scale calibration to determine 
the mapping of image coordinates to world coordinates. The 
base-tracking algorithm has two operating modes: (1) frame-
to-frame relative tracking and (2) absolute position recovery.

Software packages

The calibration procedure and base-tracking algorithm pro-
grams were both written in Python 2.7, and several estab-
lished algorithms were obtained from OpenCV 3.1, an open 
source library for computer vision, for calibration and track-
ing. The Odroid operated on Ubuntu 16.04.

Table 1   Technical details of the camera (1), and lens system (2)

Make and model Imaging sensor Imaging architecture Resolution Frame rate Machine vision standard Focal length

(1) FLIR
  CM3-U3-13S2M-CS

1/3″, 3.75 mm pixels Global shutter CCD 1288 × 964 30 fps USB3 vision v1.0 2.8–8 mm

(2) Fujinon
   YV2.8 × 2.8SA-2

Fig. 1   (left) Wheeled base of the C-arm, (center) wheeled base after removing the rubber to reveal two holes available for mounting, (right) 
camera with attached light ring
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Undistortion calibration

To correct lens distortions, we employed an established, 
closed-form calibration technique [16], which uses photos of 
a physical checkerboard pattern taken from multiple angles. 
This is a standard geometric camera calibration procedure 
that is built into OpenCV and is performed once for a given 
camera and lens setup.

Scale calibration

The scale calibration procedure uses a custom square tar-
get [17]. Digital calipers were used to measure the physical 
lengths of the sides of the square target, which were then 
used to calculate the scale value in units of millimeters per 
pixel. Figure 2 shows the calibration algorithm and a flow-
chart describing each step.

Relative motion tracking

The primary mode for the OPTIX system is frame-to-frame 
relative tracking. Feature points are detected in each image, 
as shown in Fig. 3 and the algorithm searches for match-
ing features between subsequent images. The algorithm 
then calculates the incremental position and orientation 

change between each successive frame, and the C-arm pose 
is updated continuously in real-time.

The origin of the coordinate system for the tracking algo-
rithm is taken to be the initial location of the C-arm. The 
axes are established relative to a user standing at the back 
of the C-arm; the y-axis extends away from the user toward 
the front of the C-arm and the x-axis is drawn horizontally to 
the right from the perspective of the user. Looking down at 
the C-arm from above, a counter-clockwise rotation is con-
sidered positive. The steps of the relative tracking algorithm 
are illustrated in Fig. 4.

A rigid transformation matrix is calculated for each set 
of consecutive video frames. The incremental rotation and 
translation are obtained from the rigid transformation matri-
ces. These incremental changes are then used to update the 
cumulative rotation and displacement for the C-arm base. 
The rotation and displacement are contained in the rigid 
transformation matrix as follows:

where Δyaw is the incremental 2D rotation between the cur-
rent frame and the previous one. Tx and Ty are, respectively, 
the x and y displacements between the current frame and the 
preceding frame.

(1)

Rigid =

[
R1,1 R1,2 T1
R2,1 R2,2 T2

]
=

[
cos (Δyaw) − sin (Δyaw) Tx
sin (Δyaw) cos (Δyaw) Ty

]
,

Fig. 2   Flowchart and images describing the scale calibration algorithm. The boxes on the left describe the corresponding images on the right 
[18–20]
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The following shows how the incremental rotation is cal-
culated based on the rigid transformation matrix above:

The rotation component of the current C-arm location, � , 
is calculated by summing up all the incremental yaw rotation 
measurements.

The incremental displacements between successive video 
frames are tilted relative to the initial coordinate axis by � , 
and are measured in pixels. The scale factor, � (mm/pixel), 
obtained from calibration, and the total rotation, � , are there-
fore used to transform the incremental displacements to the 
global coordinate system:

The total displacement in global coordinates, X and Y, 
is the summation of incremental changes, ΔX and ΔY  . The 

(2)
Δyaw = tan−1

(
R2,1

/
R1,1

)
= tan−1

(
sin (Δyaw)

∕cos (Δyaw)

)
.

(3)
[
ΔX

ΔY

]
= �

[
cos � − sin �

sin � cos �

][
Tx
Ty

]
.

C-arm base pose represented in global coordinates, (X, Y , �) , 
is updated in real-time by continuously accumulating incre-
mental rotation and displacement values. At present, the 
algorithm for relative tracking achieves a processing speed 
of approximately 8 frames per second.

Absolute position recovery

We implemented an absolute position recovery mode that 
allows users to log the present C-arm position at any time 
and provides guidance in returning to a saved position, 
which is motivated by a clinical need to re-take multiple 
X-rays from previous positions. When a position of interest 
is selected by the user to be saved, the rotation and transla-
tion information is recorded in global coordinates, as well 
as the complete set of feature points and descriptors for the 
visible points. When the C-arm is maneuvered to a location 
that is sufficiently close to a selected saved position (defined 
as being within 3 cm, which ensures sufficient overlap of 
images to enable reliable matching of feature points), the 

Fig. 3   Example images with ORB [21] features detected on the operating room floor. The two images were taken approximately 5 mm apart

Fig. 4   Flowchart of the rela-
tive motion tracking sequence 
[21–23]
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system switches modes and calculates the current position 
relative to the saved position instead of using frame-to-frame 
tracking, thereby eliminating accumulated errors. When the 
C-arm moves sufficiently far away from a saved point, the 
relative tracking mode resumes.

Graphical user interface

We created a straightforward graphical user interface (GUI) 
to allow the user to interact with the tracking system. The 
GUI, shown in Fig. 5, has two main tabs: tracking and cali-
bration. The calibration tab is only used during initial cali-
bration, while the tracking tab is used to carry out the base-
tracking functions. In the tracking mode (shown), the circles 
indicate saved points (with the clinically relevant tolerance 
bounds indicated in gray), while the C-arm position and ori-
entation are indicated by the overlaid square with crosshairs 
to guide rotational alignment.

Verification and validation experiments

Linear track

A linear track experimental setup was created for initial 
algorithm development and used for initial accuracy testing. 
The camera was mounted on a 1 m linear sliding track and 
aimed at the floor. The track length was measured using a 
measuring tape and the camera was manually propelled back 
and forth until a cumulative distance of 2 m was reached. 
This measurement was compared to the results calculated by 
the tracking algorithm to provide a baseline for the algorithm 
performance before including the effects of mounting the 

camera on a C-arm and allowing multi-degree-of-freedom 
movements.

Simulated operating room

We evaluated the accuracy of the OPTIX system using a 
Siemens Arcadis Orbic Mobile C-arm (Siemens, Erlangen, 
Germany) located at our research Centre for Hip Health 
and Mobility. Real operating room conditions were recre-
ated using our simulated surgical suite, shown in Fig. 6. The 
reference standard tracking system was an Optotrak Certus 
(Northern Digital Inc., Waterloo, ON, Canada) optical track-
ing system. The Optotrak measurements were compared 
with OPTIX measurements to calculate tracking errors. The 
manufacturer-stated resolution and error for the Optotrak are 
0.01 mm and ± 0.1 mm, respectively [24].

Three infrared markers were taped to the main body of 
the C-arm with a separation of approximately 20 cm (see 
Fig. 7). The estimated angular error for this separation was 
calculated as tan−1

(
0.1 mm

∕200 mm

)
= 0.03◦ , according 

to the stated Optotrak error rate.
Optotrak measurements are oriented in a local coordinate 

system for each infrared marker, while the OPTIX track-
ing system calculates the C-arm pose relative to the starting 
position. The motion calculated by OPTIX is assumed to 
be parallel to the floor plane. To compare the results from 
Optotrak and OPTIX, the Optotrak measurements were pro-
jected onto the floor plane and converted to rotation and 
translation relative to the C-arm starting position.

At the beginning of each test session we measured 6 
locations on the floor with a probe (Northern Digital Inc., 
Waterloo, ON, Canada) to establish the floor plane, which is 

Fig. 5   GUI for OPTIX. Two saved points are shown as large circles. The red circle is currently selected while the black circle shows an unse-
lected saved point. The labeled light gray triangle and dark gray filled circle, respectively, depict 3.1° and 5 mm bounds



International Journal of Computer Assisted Radiology and Surgery	

1 3

assumed to be planar. All Optotrak measurements in a given 
test session were projected onto the measured floor plane to 
calculate C-arm motion. This process essentially constrained 
the measured motion to a single plane.

A point measured from an infrared marker, described in 
Optotrak coordinates as Popt =

[
xopt yopt zopt

]
 , was projected 

onto the plane described by a normal vector Nfloor =

[
u v w

]
 

and an arbitrary point on the plane Qfloor =

[
xfloor yfloor zfloor

]
 

according to Eq. 4.

(4)Pproj = Popt

(
I3×3 − NT

floor
Nfloor

)
+ Qfloor

(
NT
floor

Nfloor

)

where Pproj is the calculated projected point and I3×3 is an 
identity matrix of size 3 × 3.

The infrared markers were rigidly mounted to the C-arm 
and the only motion that occurred during the experiments 
was due to the wheeled C-arm base, so the markers did not 
move relative to one another.

A local coordinate system was defined for each set 
of Optotrak measurements. The coordinate system was 
described by the vectors between the infrared markers, 
which were used to calculate a set of normalized orthogo-
nal axes (i, j, k)m

n
 , where m is the marker number and n is 

the coordinate frame. The initial orientation of the C-arm 
was defined using the axes of the local coordinate system 
calculated at the starting position.

The camera location, 
(
xc, yc, zc

)
 , which was measured 

using the probe, was combined with the rotation matrix to 
fully establish the starting pose of the C-arm in global coor-
dinates. The transformation matrix TG0 , which describes the 
relationship between the Optotrak coordinate system G and 
the local coordinate system O, is given by the following, 
based on [25].

This initial pose is the origin point in the OPTIX sys-
tem, so planar-constrained Optotrak position changes are 
calculated relative to this pose for direct comparison. At 
every C-arm position during a test session, transforma-
tion matrices, TGi , for the local coordinate system were 

(5)TG0 =

⎡⎢⎢⎢⎢⎣

1 0 0 0

xc i1
0
j1
0
k1
0

yc i2
0
j2
0
k2
0

zc i3
0
j3
0
k3
0

⎤⎥⎥⎥⎥⎦

Fig. 6   Setup for C-arm testing

Fig. 7   Three infrared markers mounted to the C-arm for Optotrak 
tracking
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calculated. The subsequent C-arm position, T0i , was then 
determined in relation to the initial location TG0:

The motion is assumed to be constrained to the floor 
plane, so the Z-axis was chosen to be normal to the floor 
for convenience. The global transformation matrices for 
any position relative to the initial position have the fol-
lowing form:

The translation and rotation information in this trans-
formation matrix is in the same coordinate system as the 
OPTIX measurements. The C-arm displacement and orien-
tation relative to the initial point were therefore extracted 
directly from each transformation matrix.

Verification of relative tracking algorithm accuracy

The relative tracking accuracy evaluations were separated 
into tests for translation and rotation. The goal for these 
tests was to evaluate the accumulation of tracking error 
with increasing distance or rotation. For translation test-
ing, the C-arm was moved through a range of distances up 
to 3.5 m, approximately two times the length of a regular 
operating table. For rotation, the C-arm was rotated up to 
70°. During observations of orthopedic procedures, the 
largest rotation we recorded was approximately 35° in a 
one direction. Therefore, the maximum two-way rotation 
that we expect is approximately 70°.

In both sets of tests, the C-arm was held still between 
movements for 10  s to create easily identifiable syn-
chronization points when post-processing the Optotrak 
and OPTIX data. The initial point was calculated as the 
mean position during the stopped time, which defined 
the start of each movement. The Optotrak measurements, 
(X, Y , �)optotrak , and OPTIX measurements, (X, Y , �)optix , 
were directly compared to calculate the tracking error for 
all relative tracking tests.

Verification of absolute position recovery accuracy

The accuracy of the absolute position recovery algorithm 
was determined through a set of repositioning tasks consist-
ing of four predefined patterns of motion, which were chosen 
based on regular C-arm motion observed in the operating 
room. These four patterns were as follows:

(6)T0i = T−1
G0

TGi

(7)T0i =

⎡⎢⎢⎢⎣

1 0 0 0

xi cos �i − sin �i 0

yi sin �i cos �i 0

0 0 0 1

⎤⎥⎥⎥⎦
.

(1)	 Side-to-side translation straight line motion along the 
full length of the operating table to emulate movements 
often observed during lower limb or spine surgery.

(2)	 In–out translation motion perpendicular to the operat-
ing room table, which occurs during pelvis fixation and 
spinal surgeries to create more room for the surgeon to 
work between X-rays.

(3)	 Oblique motion combined translation and rotation to 
represent maneuvers we observed during lower limb 
and spinal surgeries.

(4)	 Multi-point sequences of four points to evaluate 
OPTIX’s ability to handle multiple save points in one 
session.

In all cases, the C-arm was maneuvered until the GUI 
showed a green target, indicating that the C-arm was ade-
quately repositioned. The Optotrak, (X, Y , �)optotrak , and 
OPTIX, (X, Y , �)optix , measurements of this final resting 
position were directly compared to calculate the error in the 
position recovery algorithm.

Validation study: reacquiring X‑ray images from a saved 
location

To evaluate the ability of OPTIX to provide useful guid-
ance to a user for repositioning tasks, one user (author LH) 
acquired an X-ray image of a screw located in a phantom 
pelvis model, recorded the position with the GUI, maneu-
vered the C-arm in each of the three directions described 
in the previous section and then used the OPTIX guidance 
screen to reacquire the original position. Upon reacquisi-
tion, a second X-ray image was taken and overlaid on the 
original for comparison. The translational and rotational dis-
crepancies were then measured with digital calipers using 
the screw head as the landmark for evaluating translations 
and the screw axis for evaluating rotations.

Results

Linear track

The translation error for the relative tracking and abso-
lute position recovery algorithms after traveling 2 m were 
2.9 mm and 0.3 mm, respectively, as shown in Fig. 8. The 
errors are both well within the desired threshold of 5 mm.

Relative motion tracking error

The translation error is depicted in Fig. 9 in relation to the 
cumulative distance travelled (as measured by the NDI 
Optotrak system) for the relative motion testing. The error 
stays below the 5 mm threshold until the C-arm travels 
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approximately 0.7 m and is largely bounded by 0.75% 
lines. The data tended to be biased toward positive errors.

The relative rotation error is shown in Fig. 10. The 
errors are negatively biased but remain within the desired 
threshold of 3.1° up to a cumulative rotation of approxi-
mately 70°. The error rate is largely contained within a 
5% line.

Absolute position recovery error

Figure 11 presents the mean errors in translation and rota-
tion using the absolute position recovery algorithm during 
all repositioning tasks. Both the translation and rotation 
errors are well below the threshold values of 5 mm and 3.1°, 
respectively.

Fig. 8   Linear track errors for the relative tracking and absolute position recovery algorithms

Fig. 9   Error in translation measurements for the relative tracking algorithm. The orange dash-dotted lines represent the 5 mm bounds for clinical 
acceptability, while the dashed green lines show that the error essentially remained within 0.75%

Fig. 10   Error in rotation measurements for the relative tracking algorithm. The orange dash-dotted lines depict the 3.1° error bounds for clinical 
acceptability, while the dashed green lines show that the error remained within approximately 5%
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The translation error was also analyzed in relation to the 
cumulative distance travelled during repeated executions 
of the four repositioning motion patterns, as presented in 
Fig. 12. For every task and repetition the translation error 
remained with the ± 5 mm boundary. The standard deviation 
of the errors was only 1.5 mm, though several individual 
estimates had errors that were close to the 5 mm threshold.

The rotation error was also evaluated in relation to the 
cumulative distance, shown in Fig. 13. The rotation errors 
are all well below the 3.1° threshold lines and the standard 
deviation is 0.3°.

Fig. 11   Mean error for translation and rotation in repositioning tasks using the position recovery algorithm is shown in blue. The chosen accu-
racy thresholds are shown in orange

Fig. 12   Translation error in relation to distance travelled for all repositioning tasks using the position recovery algorithm. The dashed orange 
lines depict the desired error envelope

Fig. 13   Rotation error in relation to the distance travelled for all repositioning tasks using the position recovery algorithm. The dashed orange 
lines depict the desired error envelope
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Reacquiring X‑rays

Figure 14 shows the three reacquired X-ray images super-
imposed onto the initial X-ray with labeled translational and 
rotational differences. The translation was measured based 
on the left edge of each screw head, and the rotation was 
calculated using the centerlines. The desired outcome in this 
exercise was for the repeated images to be within 5 mm lat-
eral distance and 3.1° of rotation from the initial X-ray. The 
labeled images show that the lateral errors were all within 
the desired tolerance and the rotational discrepancies were 
all well below the objective.

Discussion

This paper evaluated the ability of a downward-facing cam-
era system to measure the movement of the base of a C-arm 
fluoroscopy machine using computer vision techniques. We 
found promising accuracy results in a simulated operating 
room setting for both relative tracking and absolute position 
recovery algorithms. The chosen error bounds for our exper-
iments were driven by requirements for clinical applications, 
so these promising results motivate further development of 
this system.

This study builds on affiliated work [17], which provided 
the foundation for an offline monocular floor-facing camera 
and video odometry setup. The calibration procedure in this 
study was similar, but several notable improvements were 
implemented in the current system. We included an illumi-
nation system and upgraded the hardware to fit under the 
C-arm base as a self-contained unit. We developed a GUI for 
the operator to interact with the tracking algorithm and be 
presented with directional guidance. Finally, we made sev-
eral significant changes to the tracking algorithms to enable 

real-time operation and incorporate an automatic absolute 
tracking mode.

Our system has demonstrated tracking accuracies that 
are comparable to or better than those reported by other 
research systems using more obtrusive tracking techniques. 
The resulting mean translation error of 1.10 ± 0.07 mm for 
all absolute position recovery tasks is comfortably within 
our defined requirement of 5 mm and is comparable to error 
rates reported by other research groups [8, 9]. However, 
our system achieves these accuracies without the need for 
modifying the operating table by installing special optical 
markers. The mean error in rotation we achieved for reposi-
tioning was 0.17 ± 0.02◦ , which is significantly lower than 
our defined acceptable error of 3.1°. The only other reported 
rotation error for a C-arm tracking system was four times 
larger than our result [9]. The OPTIX system is capable of 
tracking C-arm movements across distances approximately 
equivalent to those observed in clinical practice. This result 
is notable compared to several other systems in the literature 
that are limited in travel ranges [3, 10, 11].

We identified potential limitations to this novel research. 
A real operating room floor may have obstacles such as 
splattered blood that could influence the performance of our 
tracking system, although these could also potentially add 
useful features for the computer vision algorithm to use, if 
the field of view is not overly obscured. The system could 
have difficulty if an operating room is outfitted with flooring 
that is visually smooth with no trackable features, though we 
did observe that operating room floors in multiple hospitals 
all had similar flooring patterns [17]. In practice, a C-arm 
can be moved several meters away from the operating table 
during a procedure. While it would rarely be important to 
measure the position of the C-arm when removed from the 
table, the accuracy of its location would likely be within the 
0.75% bounds for translation and 5% bounds for rotation 
error identified in our experiments. However, in principle, 

Fig. 14   Three repeated X-ray images superimposed onto the originals. The translation and rotation differences are labeled
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the repositioning error after returning to the vicinity of the 
table should be within the 5 mm and 2° error bounds found 
in the repositioning tests. The magnitude of the rotation 
errors is likely linked to the size of the visible floor surface, 
which could potentially be considerably improved by adding 
a second camera at a distance from the primary camera to 
increase the effective “moment arm” of the rotation meas-
urement. The error rates for the relative tracking algorithm 
tended to be positively biased for distance measurements and 
negatively biased for rotation. These biases could potentially 
be removed by adding a systematic correction algorithm to 
the system. Finally, all of our experimentation was con-
ducted in a simulated operating room, so end-use environ-
mental conditions may differ from the tested scenarios. For 
example, lighting conditions in a real operating room may 
not be the same as our simulated room, though we did use 
a standard operating room light in our studies. In addition, 
the shielded light source incorporated in the OPTIX tracking 
system is intended to limit the effect of changing external 
lighting conditions.

Conclusion

The OPTIX system has demonstrated that a tracking system 
using a single downward-facing camera can achieve clini-
cally relevant tracking accuracy in a simulated operating 
room environment, and we conclude that the results justify 
further development aimed at deploying and evaluating the 
tracking system in a real operating room environment. The 
proposed OPTIX C-arm base-tracking system is accurate, 
unobtrusive, and low-cost. Importantly, the system avoids 
the issue of line-of-sight that hinders many conventional 
tracking systems. The tracking algorithms we created make 
use of several well-known techniques from computer vision, 
but the overall implementation and algorithm are novel 
developments, to the best of our knowledge.

The high localization accuracy and low-profile geometry 
of this system could likely allow it to be used as a gener-
alized planar motion tracking system for other equipment 
whose motion on visually textured floors it would be valu-
able to track. Our system measures C-arm motion across 
the range of base movement expected in practice, including 
moving the C-arm away from the operating table, which has 
not been achieved in prior systems. The system has prom-
ising accuracy performance, and could be a step toward 
a highly useful system. Tracking the wheeled base of the 
C-arm on its own could contribute an accurate repositioning 
guidance system and reduce the need for scouting images. 
Further contributions could create a C-arm with accurate 
tracking for all degrees of freedom, leading to even more 
potential applications in the operating room. We believe that 
OPTIX has the potential to reduce excess operating time and 

exposure to radiation in the operating room for both patients 
and staff.
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